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•Micro-Partitioning
•Virtual storage, virtual ethernet
•Simultaneous multi-threading 
•Dynamic firmware updates
•Enhanced scalability
•High throughput performance
•Enhanced storage subsystem

•Quad Core Module

2004

POWER5™

130 nm

Shared L2

1.5-1.9 
GHz

Core

1.5-1.9 
GHz 

Core

Distributed Switch

2005-6

POWER5+™

90 nm

Shared L2

> GHz 
Core

> GHz 
Core

Distributed Switch

2006-7

POWER6™

65 nm

Ultra-high 
frequency cores

Advanced
System Features 

2001

POWER4™

•Chip multiprocessing
- Distributed switch
- Shared L2

•Dynamic LPARs (16)

Distributed Switch

Shared L2

1.0-1.3 
GHz
Core

180 nm

1.0-1.3 
GHz
Core

2002-4

POWER4+™

•Reduced size
• Lower power
• Larger L2
•More LPARs (32)

Shared L2

1.2-1.9 
GHz 
Core

1.2-1.9 
GHz 
Core

130 nm

Distributed Switch

Holistic Design Delivered; Power 5+ and Power 6Holistic Design Delivered; Power 5+ and Power 6

Planned * Planned *

* All statements regarding IBM future direction and intent are subject to change or 
withdrawal without notice, and represent goals and objectives only.

“Despite all the challenges cited here, we are not remotely near 
the end of this journey, e.g. Don't sell technologists short”

L2 caches

Optimizations announced
• 4-5Ghz. @ reduced power 

density
•Buffered H clock tree
• Transmission line distribution
•High speed data cache
• Low power/low latency static

circuits
• 13FO4 design
•Power 6 systems in mid-’07.

Shipped Hardware

Microprocessor Forum 2004

Industry 1st dual core


